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Introduction



Massive ChatGPT adoption

● ChatGPT took the Internet by 
storm

● Just 5 days to 1 million users
● How Disruptive is ChatGPT 

and Why?
● How innovative is it as a 

technological breakthrough? 
● How does OpenAI compare 

to others?

https://www.velebit.ai/blog/how-disruptive-is-chatgpt/
https://www.velebit.ai/blog/how-disruptive-is-chatgpt/




ChatGPT Plugins

https://openai.com/blog/introducing-chatgpt-and-whisper-apis (March 1, 2023)
https://openai.com/blog/chatgpt-plugins (March 23, 2023)

● Plugins add extra 
functionality

● Possible to call external 
APIs for different tasks

● Wolfram Alpha, Internet 
Browsing, Python 
Interpreter, Knowledge 
Retrieval, Shopping, etc.

https://openai.com/blog/introducing-chatgpt-and-whisper-apis
https://openai.com/blog/chatgpt-plugins


ChatGPT Basics



Large Language Models

● ChatGPT is a LLM
● A type of a 

Transformer neural 
network

● GPT family: 
predicting the next 
probable word



Transformer self-supervised learning

https://jalammar.github.io/how-gpt3-works-visualizations-animations/

● GPT takes into 
account all previous 
words to predict 
the next probable 
word

● We can add 
prompts as inputs 
for guidance

https://jalammar.github.io/how-gpt3-works-visualizations-animations/


GPT elements

https://jalammar.github.io/how-gpt3-works-visualizations-animations/

● Input words are 
converted to 
vectors 
(embeddings)

● We also add 
embeddings for 
each word position

https://jalammar.github.io/how-gpt3-works-visualizations-animations/


GPT 1, 2, 3

● GPT 1, 2, 3 
progression

● Larger models
● Larger datasets
● More tokens
● All decoder only
● Fundamentally the 

same



Reinforcement Learning addition

https://openai.com/blog/deep-reinforcement-learning-from-human-preferences/

● How to teach an 
agent to do the 
backflip?

● Ask human raters 
whether a flip A 
was better than a 
flip B

https://openai.com/blog/deep-reinforcement-learning-from-human-preferences/


Reinforcement Learning addition

https://openai.com/blog/deep-reinforcement-learning-from-human-preferences/

● New Idea: improve 
LLMs such as GPT 
by adding 
well-known 
techniques from 
Reinforcement 
Learning

https://openai.com/blog/deep-reinforcement-learning-from-human-preferences/


New reward model

https://huggingface.co/blog/rlhf

● Basic GPT 3 can be 
toxic, biased, and 
not in-line with user 
intent (prompt)

● We can use human 
raters to judge 
different GPT 
outputs

https://huggingface.co/blog/rlhf


RLHF for GPT 3

https://huggingface.co/blog/rlhf

● We use the new 
reward model from 
human feedback as 
a basis to update 
the policy by which 
the new language 
model creates 
words

https://huggingface.co/blog/rlhf


GPT + RLHF = ChatGPT

https://open
ai.com/blog/
chatgpt/

An In-Depth Look at the Transformer Based Models

https://openai.com/blog/chatgpt/
https://openai.com/blog/chatgpt/
https://openai.com/blog/chatgpt/
https://medium.com/@yulemoon/an-in-depth-look-at-the-transformer-based-models-22e5f5d17b6b


Alignment Research



InstructGPT

https://platform.openai.com/docs/model-index-for-researchers

● OpenAI already had a very similar model 
replacing GPT 3 in their API: InstructGPT

● The same approach as ChatGPT, but without 
the large public attention

● They call it their first Alignment Research 
product

● text-davinci-003 in the API is Instruct GPT, 3.5 
series like ChatGPT

https://platform.openai.com/docs/model-index-for-researchers


What's Alignment Research?

https://openai.com/blog/our-approach-to-alignment-research/

● Users prefer InstructGPT / ChatGPT to basic GPT
● It is the RLHF part that aligns human intent and 

some predefined human values to model outputs
● OpenAI (and others) want safe, unbiased, useful AI, 

aligned with human interests
● Alignment Research is a broad research area: for 

now it is (mostly) about human language, but it will 
be any AI action in the future

https://openai.com/blog/our-approach-to-alignment-research/


Challenges and Concerns



ChatGPT limitations and challenges

● Multiple known limitations to ChatGPT
● Issues of factual correctness, bias, and toxicity
● Questions of values
● It is still just a model predicting statistically likely 

words, but to please the human raters
● Hallucinations instead of facts
● Confident, but making things up
● Legal issues & copyright
● Ethical and educational challenges



Do androids dream of electric sheep?

Blade Runner city, AI imagination

● Let's check if the 
ChatGPT can pass 
the Voight-Kampff 
Test!

● The question is 
which values and 
behavior do we 
want to mimic

● Can Bing's 
"ChatBPD"?

https://lexica.art/prompt/e20ab578-bac6-4d27-a537-56a744eae378
https://www.velebit.ai/blog/chatgpt-voight-kampff-test/
https://www.velebit.ai/blog/chatgpt-voight-kampff-test/
https://www.velebit.ai/blog/chatgpt-voight-kampff-test/
https://www.velebit.ai/blog/chatgpt-voight-kampff-test/
https://twitter.com/jd_pressman/status/1625009557486604289


Alignment Research is controversial

How should AI systems behave, 
and who should decide?
Open AI, Feb 16 2023

● 1. Improve default 
behavior

● 2. Define your AI’s 
values, within 
broad bounds

● 3. Public input on 
defaults and hard 
bounds

https://openai.com/blog/how-should-ai-systems-behave/
https://openai.com/blog/how-should-ai-systems-behave/


Language Models in Velebit AI



Language Model Development

● Collaboration with UNIRI on the InfoCov project
● Base language model for Croatian:

○ CroSloEngual BERT, 
○ BERTić* [bert-ich] /bɜrtitʃ/ - A transformer 

language model for Bosnian, Croatian, 
Montenegrin and Serbian

● Self-supervised tuning to COVID specific Croatian 
data

● Supervised COVID sentiment classification
● Supervised retweet prediction

https://huggingface.co/EMBEDDIA/crosloengual-bert
https://huggingface.co/classla/bcms-bertic


BERTić model self-supervised tuning



Retweet Prediction

● Content features extracted from a transformer 
language model

● Tabular features representing Twitter users and 
their interactions (categorical and numerical)

● Different types of classification algorithms: MLP, 
Random Forest, LightGBM, NODE, TabNet, Category 
Embedding Model

● https://github.com/InfoCoV/Multi-Cro-CoV-cseBERT

https://github.com/InfoCoV/Multi-Cro-CoV-cseBERT


Other Projects & Transformers

The Map Of Transformers

● Automatic Text and 
Image Categorization

● Image and Text 
Similarity

● 2D and 3D Object 
Detection & 
Segmentation

● Item Tagging and 
Attribute Prediction

https://towardsdatascience.com/the-map-of-transformers-e14952226398


Current Outlook



We will align to behaviors and actions

● ChatGPT is just the beginning
● We've entered the time of Alignment Research
● Research and products already underway for better 

factual understanding, and integration with search
● Many companies have the same technology and 

understanding, besides OpenAI
● Google, Meta, Microsoft, DeepMind, Anthropic, ...
● Some other tools to try: you.com, perplexity.ai 



Open Source Explosion of Models

● LLaMA
● Alpaca
● GPT4ALL
● Vicuna
● Dolly
● StableLM
● Open Assistant Models
● …

List of Open Sourced Fine-Tuned Large Language Models (LLM)
“A Stochastic Parrot, flat design, 
vector art” — Stable Diffusion XL

https://medium.com/geekculture/list-of-open-sourced-fine-tuned-large-language-models-llm-8d95a2e0dc76
https://clipdrop.co/stable-diffusion


Open Source MiniGPT 4

MiniGPT-4:Enhancing Vision-language Understanding with Advanced Large Language Models 

https://minigpt-4.github.io/


Add External Memory

Enhancing ChatGPT With Infinite External Memory Using Vector Database and 
ChatGPT Retrieval Plugin

https://betterprogramming.pub/enhancing-chatgpt-with-infinite-external-memory-using-vector-database-and-chatgpt-retrieval-plugin-b6f4ea16ab8
https://betterprogramming.pub/enhancing-chatgpt-with-infinite-external-memory-using-vector-database-and-chatgpt-retrieval-plugin-b6f4ea16ab8


Multiple external tools

https://syncedreview.com/2023/02/16/meta-ai-upfs-toolformer-enabling-language-model
s-to-teach-themselves-to-use-external-tools/

● Toolformer by Meta
● LLM that learns to use 

external tools
● calculator, Q&A system, 

search engines, 
translation, calendar

● Feb 9, 2023

https://syncedreview.com/2023/02/16/meta-ai-upfs-toolformer-enabling-language-models-to-teach-themselves-to-use-external-tools/
https://syncedreview.com/2023/02/16/meta-ai-upfs-toolformer-enabling-language-models-to-teach-themselves-to-use-external-tools/


Agent Development

Integrating Neo4j into the LangChain ecosystem

https://towardsdatascience.com/integrating-neo4j-into-the-langchain-ecosystem-df0e988344d2


Agents Simulating Human Behavior

Generative Agents: Interactive Simulacra of Human Behavior

https://arxiv.org/abs/2304.03442


Let's Call Other AI Models

HuggingGPT: Solving AI Tasks with ChatGPT and its Friends in HuggingFace

https://arxiv.org/abs/2303.17580


Roadmap to Autonomy

The Anatomy of Autonomy: Why Agents are the next AI Killer App after ChatGPT

https://www.latent.space/p/agents


Educational Resources 



Some educational starting points

● Understanding Large Language Models, 
https://substack.com/inbox/post/115060492 by 
Sebastian Raschka

● A minimal PyTorch GPT implementation, 
https://github.com/karpathy/minGPT by Andrej 
Karpathy

● Annotated PyTorch Paper Implementations, 
https://nn.labml.ai/index.html by labml.ai

https://substack.com/inbox/post/115060492
https://github.com/karpathy/minGPT
https://nn.labml.ai/index.html


Thank you for your interest!

Mladen Fernežir
Lead Data Scientist | Co-founder
mladen.fernezir@velebit.ai | velebit.ai
Velebit AI LLC

http://velebit.ai/

